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Missing Data - Introduction

Image Source: https://x.com/rlmcelreath

1. From a statistical point of view, the most important consideration for missing data is the type of missingness pattern.
2. There are two missingness pattern types:

• Missing Completely at Random (MCAR): The missing data points occur entirely at random
• Missing Not at Random (MNAR): The value of the variable that's missing is related to the reason it's missing 

(e.g., depressed patients are not likely to answer a questionnaire “Are you depressed?”)
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Statistical Imputation Using Regression

Patient Glucose 
Level

Patient 
Age

Sugar 
Intake

Carb 
Intake

Patient 1 85 43 55 88
Patient 2 110 35 36 153
Patient 3 97 67 missing 42
Patient 4 115 52 88 120
Patient 5 81 23 34 27
Patient 6 90 32 57 58

Patient Glucose 
Level

Patient 
Age

Sugar 
Intake

Carb 
Intake

Patient 1 85 43 55 88
Patient 2 110 35 36 153
Patient 3 97 67 missing 42
Patient 4 115 missing missing 120
Patient 5 81 23 34 27
Patient 6 90 32 57 58

Ideally: In Reality:

1. (Left) In order to use regression imputation: 
• Set Sugar Intake as the dependent variable and all other variables as independent variables
• Then, use data from patients 1, 2, 4, 5, and 6 to build a regression model.
• Apply the model and input the values of GL, PA, and CI to calculate Sugar Intake for Patient 3.

2. (Right) What would be the procedure for using regression imputation for this particular missing pattern?
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Missing Data - Introduction

Source: cran.r-project.org
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Missing Data - Mistakes
Patient Glucose 

Level
Patient 
Age

Sugar 
Intake

Carb Intake Patient Glucose 
Level

Patient 
Age

Sugar 
Intake

Carb 
Intake

Patient 1 85 43 55 88 Patient 1 85 43 55 88

Patient 2 110 35 36 153 Patient 2 110 35 36 153

Patient 3 Missing 67 67 42 Patient 3 98 67 67 42

Patient 4 115 52 88 Missing Patient 4 115 52 88 94.3

Patient 5 90 23 34 Missing Patient 5 90 23 34 94.3

Patient 6 Missing Missing 63 Missing Patient 6 98 36.7 63 94.3

Patient 7 90 Missing Missing Missing Patient 7 90 36.7 57.2 94.3

Average 
Value

98 36.7 57.2 94.3

1. Performing imputation can severely distort the distribution of this variable, leading to an underestimation of the 
standard deviation, which requires caution in the context of descriptive analytics.
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Variable Selection - Introduction
Patient Glucose 

Level
Patient 
Age

Sugar 
Intake

Carb 
Intake

Patient 1 85 43 55 88
Patient 2 110 35 36 153
Patient 3 93 67 67 42
Patient 4 115 52 88 103
Patient 5 90 23 34 94
Patient 6 97 36 63 69
Patient 7 90 44 57 132

Clustering (K=2)

Patient 1, Patient 5, 
Patient 6

Patient 2, Patient 3, 
Patient 4, Patient 7

Variable Patient 1 Patient 2 Patient 3 Patient 4 Patient 5 Patient 6 Patient 7

Glucose 
Level 85 110 93 115 90 97 90

Patient 
Age 43 35 67 52 23 36 44

Sugar 
Intake 55 36 67 88 34 63 57

Carb 
Intake 88 153 42 103 94 69 132

Clustering (K=2)

Glucose Level,
Sugar Intake,
Carb Intake

Patient AgeGroup 1 Group 2

Group 1 Group 2
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Variable Selection - Mistakes

Features ICD-9-CM Importance

Early detection 

model excluded
Normal delivery 650 0.1758 Yes
Other obstetric trauma 665 0.0585 Yes
Spontaneous abortion (miscarriage) 634 0.0139 Yes
Other problems associated with amniotic cavity and 

membranes
658 0.0124 Yes

Antepartum hemorrhage, abruptio placentae 641.2 0.0106 Yes

1. Please, please, please be sure to consult with someone with domain expertise after running the automated variable 
selection such as K best selection or unsupervised variable clustering.

2. Be careful with ICD codes and be aware that those are designed primarily for billing purposes.
3. The most common suggestion by many IEEE/ACM reviewers is to use embeddings for these codes (instead of one 

hot coding), but we believe it may harm the transparency and expandability of predictive models.
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Imbalanced Dataset - Introduction

1. If one label is more common than the other, the dataset is considered imbalanced.
2. Although there is no concrete definition, a minority class smaller than 5% is typically considered imbalanced from 

statistical point of view.
• However, you will start experiencing challenges when the minority class drops below 10%. 

3. Remember, you are dealing with a completely different situation here.



PART 1: Common Statistical Mistakes During Preprocessing

Under- and Over-sampling for Imbalanced Dataset

1. Synthetic Minority Oversampling Technique (SMOTE) has been the most popular off-the-shelve option in many studies.
2. Beware that the use of SMOTE can lead to amplification of existing biases.

After SMOTE
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Selection of Predictive Model - Introduction

1. The current state-of-the-art predictive models fall into two categories: models using boosting and models using neural 
networks.

2. Models using boosting:
• The most popular one is XGBoost. Models using neural networks are generally trickier to train or fine-tune.

3. Models using neural networks:
• The most popular is TabTransformer, suggested by NVIDIA, although some people prefer TabNet, suggested by Google.

4. (Highly-biased personal opinion) It seems that XGBoost outperforms TabNet in many use cases. This may be related to the 
fact that NN-based models are harder to optimize than boosting-based models, making it appear that XGBoost
outperforms TabNet.
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Selection of Predictive Model - Mistake

1. The most common mistake in predictive modeling using machine learning is to use machine learning.

2. Carefully crafted traditional models (e.g., regression and simple decision trees) can offer comparable performance to state-
of-the-art machine learning models in many cases, while facilitating explanability and easier maintenance. This is especially 
true for many tabular datasets that are not overly complex.

3. Most common mistake arise from lack of domain expertise; again, make sure to consult with your domain expert
• “We developed an AI screening model to detect asymptomatic COVID-19 patients using CT images.”
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Selection of Predictive Model - Mistake

1. If machine learning models were to be used, you will need a benchmark to justify your selection. 

2. Be cautious with comparing boosting-based models and NN-based models. The results can very easily be cherry-picked, 
such as adopting favorable preprocessing process for a specific type of model. As a reviewer, I always try to look for 
evidence that the authors were aware and mindful of the nature of comparison.
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Selection of Performance Metrics

Model Acc RMSE TPR FPR Prec Rec F1-score AUC InfoS

ANN 71.7 0.4534 0.44 0.16 0.53 0.44 0.48 0.7 48.11

Boost 75.5 0.4324 0.27 0.04 0.74 0.27 0.4 0.59 34.28

KNN 72.4 0.5101 0.32 0.1 0.56 0.32 0.41 0.63 43.37

Bagg 71 0.4494 0.37 0.14 0.52 0.37 0.43 0.6 22.34

SVM 67.8 0.4518 0.17 0.1 0.4 0.17 0.23 0.63 11.3

1. The above example features different models and performance metrics applied to the same dataset.
2. For classification, the most common metrics are accuracy, F1-score, and AUC.
3. Some metrics have a trade-off relationship with others (e.g., precision and recall).
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Selection of Performance Metrics

Model Acc RMSE TPR FPR Prec Rec F1-score AUC InfoS

ANN 3 2 1 1 3 1 1 1 1

Boost 1 5 4 4 1 4 4 4 3

KNN 2 1 3 3 2 3 3 2 2

Bagg 4 4 2 2 4 2 2 3 4

SVM 5 3 5 3 5 5 5 2 5

1. Depending on which performance metric is chosen, the best model can change.
2. Some papers introduce their own performance metrics along with their proposed models, which requires caution 

when interpreting the results.
3. Use caution when interpreting confidence intervals for performance metrics.
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Actual

Pos Neg

Predicted
Pos 990 10

Neg 0 0
Accuracy: 0.99

Imbalanced Dataset

1. The most common mistake during model evaluation is not considering the imbalanced distribution of positives and 
negatives, when applicable.

2. Especially in highly imbalanced datasets, your accuracy, AUC, and F1 score can be misleadingly high even if the model 
does not perform at all on the minority class.

3. A lot of models involving imbalanced datasets are screening models, where it is generally appropriate to prioritize 
recall (also known as sensitivity).
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Absence of Failure (Case) Analysis

1. There should be either a failure case study (presented above) or a failure analysis (to identify the cause of failure), 
followed by a performance evaluation. 
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High (Maybe Too High) Performance
An actual example of an assignment submitted by my doctoral student

1. Having predictors that are supposed to be the dependent variable in a predictive model happens more frequently than you 
might think (e.g., using patient charges as a predictor in a model predicting length of stay).

2. Remember that an AUC of 0.99 is like an error message indicating one of the following: 
(a) Reverse Causality  (b) Data Leakage  (c) An overly simple task with a trivial solution or (d) You deserve a Nobel Prize.
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Research shows that pulse oximeters may provide inaccurate readings for Black patients and people with darker skin tones. 

Will they also be inaccurate for (1) white patients with darker skin tones and (2) Black patients with lighter skin tones?

Image Source: New England Journal Medicine 2020; 383:2477-2478 Image Source: Nature 610(7932):449-451

Univariate Approach
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Our Multivariate Approach with EMBED
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Our Multivariate Approach with NIS
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